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The standard of living that Americans are so proud of has many aspects including: access to material goods and services; health; socio-economic fluidity; education; inequality; the extent of political and religious freedom; and climate
.  The material goods and services aspect of the standard of living is measured by gross domestic product (GDP) per capita, the total price of all goods and services sold in the country divided by the population.  From 1929 to 2004 there has been an accelerating 12.4 fold increase in GDP in the USA, as shown in Figure 1, while the population has grown 2.4 fold over that same period.  On a per capita basis the GDP has increased from $7,099 in 1929 to $36,590 today, a 5.2 fold increase, where both values are in 2000 dollars.  This is an enormous growth in GDP and GDP per capita for the nation and economists are curious as to what are the contributing factors that have lead to this stellar growth?  Multiple economists have studied the effects of technological progress, labor and capital on economic growth.  These studies, summarized in Table 1, show that that innovation has been responsible for over 50% of the nation’s economic growth since World War II, larger than that due to labor and capital combined.  But not all economists agree with this view especially lately.  Professor Dale Jorgenson from Harvard, co-author of the book Information Technology and the American Growth Resurgence, notes “about half of the growth resurgence from 1995 to 2000 was due to Information Technology
” certainly a form of innovation but that “it is not research and development (R&D) that caused these (recent) big gains in productivity” … “but things like competition, deregulation, the opening of markets and globalization.”  Competition, however, is also caused by innovation – new processes, new and substitute products and substitute materials – and not simply by price and improved market efficiency. Taking all these pieces of evidence, we can conclude that the standard of living we experience today in the US (and Western Europe) has been built on innovation and it is safe to assume that our standard of living in the future will be strongly influenced by if not maintained by innovation.  
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Figure 1 GDP for the USA over the period 1929 to present.  Data from the US Bureau of Economic Analysis.

Table 1. Survey of Economic Studies Done to Identifying the Role Capital, Labor and Technological Progress Play in the Economic Progress of the USA

	Author (Year)
	Time Period
	Capital
	Labor
	Technological Progress

	Abramovitz (1956)
	1869-1953
	22
	33
	48

	Solw (1957)
	1909-1949
	21
	24
	51

	Kendrick (1961)
	1889-1953
	21
	34
	44

	Denison (1962)
	1909-1929
	26
	32
	33

	Denison (1962)
	1929-1957
	15
	16
	58

	Denison (1967)
	1950-1962
	25
	19
	47

	Kuznets (1971)
	1950-1962
	25
	19
	56

	Kuznets (1971)
	1929-1957
	8
	14
	78

	Kuznets (1971)
	1889-1929
	34
	32
	34

	Jorgenson (1972)
	1950-1962
	40
	8
	51

	Kendrick (1973)
	1948-1966
	21
	24
	56

	Denison (1979)
	1929-1976
	15
	26
	50

	Denison (1985)
	1929-1982
	19
	26
	46

	Jorgenson (1987)
	1948-1979
	12
	20
	69

	
	Average
	21
	25
	55


Economists disagree as to whether exuberant growth based on technological invention as Business Week reporter, Michael Mandel, portrays in his book “Rational Exuberance” is more beneficial than the European model of cautious growth based upon the steady accumulation of capital as UBS’s Chief Economist, Larry Hatheway, portrays in a September 2005 NPR interview.  However, even in the European model a large fraction of the GDP growth over 10’s of years can be attributed to technological progress.  In fact Michael Mandel argues that innovation is the life preserver for the US economy in the dual storms of job migration to developing economies and international competition with developed economies.  He states “exuberant growth is the only way that a mature industrial economy, such as the United States, can compete against low-cost competitors overseas.”   Given that innovation has been and will be increasingly the key to our nation’s success, it is curious that we do not know more about innovation and how to nurture it since it is so important to our well-being.

This article discusses various characteristics of innovation, its cost and the delays and risks for an innovative idea to make its way from laboratories to consumer products.  The article uses a host of sources for this discussion including studies from various organizations, personal experience and government economic data.  The article also looks at international competition and its effects on innovation using anecdotal evidence and hard facts to tell the story.

What is Innovation?

Innovation is defined as 1) the introduction of something new, 2) a new idea, method, or device.  With “the introduction” being introduction into the market place.  It is for this reason that innovation differs from invention which in this context is a device, contrivance, or process originated after study and experiment.  This concept is clear in Joseph A. Schumpeter’s definition “Innovation is the first commercial use of new technology.”  Innovation can be applied to an individual company or to an industry.  With a company, innovation takes one of two forms to improve existing products and to create new, breakthrough technologies. Companies are trying to create new products and master breakthrough technologies but the more predictable way to innovate is to improve the products already on the market.  Unfortunately the most profitable innovations are of the new, breakthrough variety – the harder ones to do.  According to the Harvard Business Review (Jan/Feb 1997) innovation accounted for only 14% of industrial product launches but accounted for 38% of revenues and an astonishing 61% of profits.   Most of the activities that industry engages in each day fall under the heading of product extensions, not product innovations.  This is very logical as companies want to maximize the profit from all the intellectual property that they have developed.  In addition, product extensions extend the period a company can profit from a given product line.  Innovative products are much more difficult to develop.  To keep a company going over a long period of time it must innovate on a regular basis.  At any given time large international companies have a large array of products.  Some are old products that are at various stages of maturity.  Some are new due to product extensions and others are new due to product innovation.  The modern trend among innovative companies is to set goals whereby a large percentage of the products sold by a company were created in the last 5 years.  This assures that product innovations and their much higher profits are a significant part of an innovative company’s business.

The process of creating new innovative products year after year rests primarily with the R&D activities of the company and its network of contacts in the public sectors, academia and national laboratories, worldwide.  For maximum effectiveness both the R&D department and the network must be healthy and communicative.  The business climate over the last 25 years has first moved industrial R&D from a central organization not responsible to the bottom line to decentralized product specific organizations responsible to the bottom line of a particular product and finally to a part decentralized part centralized organization with a dual role of product extensions and product innovation.  The business decision as to how industrial R&D is organized has a large impact on the efficiency of product development.  In the centralized model innovative products are more likely but product extensions are less likely.  And in the decentralized model product extensions are more likely but product innovations are less likely if near impossible.  A mix of centralized and decentralized R&D is common in industry today to promote both product extensions and product innovations.
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Figure 2 Profits from various products as a function of time showing the increase then decrease of profits as the market matures.  

In any given technological field, the time line for new products is shown in Figure 2.  At the start a given product dominates the market.  It may not be the best product or the cheapest but it dominates the market.  With time a new innovative product is developed to compete with the original product, see Figure 2, and this product replaces a part or the entire market share as time progresses with often more profit for the industry taking over.  A good example of this product replacement is the use of candles, then oil lamps, then tungsten filament lamps, then fluorescent lamps, then halogen lamps and now light emitting diodes (LED’s) for home lighting.  With the birth of each new industry, the old one phases out.  Phasing out consists of moving the product to a lower production level and a lower profit margin as the new product takes over the market place. In some cases there are several products in the market place at the same time competing for customers, some at the end of their product cycle and others at the middle and end of their product cycles as it is today with many options for home lighting.  It should be noted that with time these business cycles are shortening due to the speed with which innovation is taking place and that the profits are more and more often going to other nations’ industries due to the intensity of international competition.  The intensity of international competition has been accelerated by innovation itself.  

The speed with which scientific ideas are communicated around the work has gone from articles printed on paper and distributed as journals on a yearly, quarterly, monthly and weekly basis in but a few languages.  These printed journals were distributed by horse, train, sailing ship, steam ship, car, airplane and now by the internet.  Each of these distribution methods reaches more and more people in a faster and faster way.  The time the data is collected to the time it appears “in print” in an e-Journal accessible to the entire world is down to weeks.  It is therefore no surprise that international competition is so much faster to take advantage of any scientific breakthrough.  Even so a CCR study
 has found that there is a correlation between the state where the science is done and the state where the patent comes from – a true measure of the importance of a vigorous local research enterprise for local economic development.  

To drive this point of speed of development correlated to speed of communication home let us look at the historical accounts of two innovative products porcelain and the black paint used on the stealth B-2 bomber.  Both products were truly innovative for their time and commanded an international competitive interest.  

Porcelain was developed in China during the T’ang Dynasty
 (618 to 908 AD) at an imperial kiln.  The Chinese carefully guarded this technology because it was a profitable trade item but finally spread to Korea by the 1100s and to Japan by the 1600’s.  Marco Polo and other Western travelers described Chinese Porcelain to the Italian ruling class upon their return from the Far East which prompted its import not just to Italy but across Europe.  Huge costs were extracted from Europe to pay for the popular Celadon and Blue and White porcelain.  In the 1500’s Europe did not have any commodity of interest to trade with the Chinese so they would only take silver (their monetary unit at the time) in exchange.  The Spanish colony’s mine in Potosi
 (presently Bolivia) was the only sufficiently large source to provide the needed exchange that was trans-shipped via the Manila colony.  In 1575, under sponsorship of de Medicis in Florence, soft paste porcelain was developed, a mixture of clay and ground glass fired at 1200°C.  This more fragile material spread to France (initially Rouen and St. Cloud then Chantilly, Mennecy, Vincennes and Sevres) in the 1600’s and to England (Chelsey, Bow and Derby) in the mid 1700’s.  The secret of true porcelain was not rediscovered in Europe until 1707 by von Tschirnhaus (a mathematician) and Bottger (a kidnapped alchemist), who were “employed” by Augustus the Strong of Saxony.  Agustus the Strong’s fascination with collecting Oriental porcelain nearly bankrupted his kingdom.  Using the crude scientific analysis of Bottger, Tschirnhaus recognized that true porcelain must be a mixture of natural materials and not ground glass as in soft paste porcelain.  They ordered samples of clays from various parts of the kingdom and finally substituted ground feldspar for ground glass of the soft paste with a natural kaoline clay.  Tschirnhaus and Bottger established the famous porcelain factory at Meissen near Dresden.  The first major sales from this factory took place at Leipzig Fair in 1713.  This development led to the fall of Chinese dominance and the emergence of Europe’s dominance in technology and world trade.  From this example, we can see that it took more than 700 years for the technology to be duplicated and that communications played a key role in its obfuscation. 

Contrast the porcelain story to that of the black paint used to lower the observability of the stealth B-2 bomber.  The pigment in the paint is a ceramic material which absorbes radar.  Development of the ATB (Advanced Technology Bomber) began in 1978; the program was revealed to the public in 1981, when Northrop's design was chosen over a Lockheed/Rockwell proposal.  The first prototype was rolled out on 22 November 1988 and it made its first flight on 17 July 1989, with the first production B-2 delivered to the USAF in 1993.  The B-2 bomber is a revolutionary blending of low-observable technologies with high aerodynamic efficiency and large payload gives the B-2 important advantages over existing bombers.  The B-2's low observability is derived from a combination of reduced infrared, acoustic, electromagnetic, visual and radar signatures. These signatures make it difficult for the sophisticated defensive systems to detect, track and engage the B-2.  Many aspects of the low-observability process remain classified; however, the B-2's composite materials, special paint and flying-wing design all contribute to its "stealthiness."  Other countries were of course very interested in how “stealthiness” was achieved and the US was not talking.  So, as with porcelain, there was a large push throughout the world’s military-industrial complexes to reproduce it.  It was a rumor coming from an Israeli Scientist in 1989 that the author learned what was in the paint that made it absorb radar and concluded based upon the research activities of that scientist that they, the Israelis, had reproduced it.  In this more recent example of an innovative product, we observe that the mere hint of a desirable product is communicated quickly around the world and reverse engineered.


[image: image3]Figure 3 schematic of R&D spending by Government and Industry on a potential product, profits produced by the product and taxes paid on the profits.


[image: image4]Figure 4 R&D Spending by the Federal Government as percentage of gross domestic product.

Each innovative product has its own cycle of fundamental and applied research, invention, development and product launch.  A schematic of these steps of innovation are shown in Figure 3.  If we start the time clock, t=0, at the product launch, profits are generated as soon as the startup costs for the product are paid off, often in one or two years.  These profits pay for sustaining R&D to be done for the product to produce the same product at a lower cost and extension products mentioned above to give further profitability to the initial innovation.  Product lifetime depends on many factors including: risks of development, market barriers, strength of competing technologies and strength of competing businesses.  All of these profits generate jobs and income.  The government taxes both corporate and personal incomes and part of this tax is used to feed the innovation cycle.  Taxes also go for the national infrastructure that business uses, the defense of the nation and the social security system.  With the taxes that feed the innovation cycle, the government funds basic and applied research at national laboratories, universities, and companies.  In fiscal year 2005, the federal government funded $132 Billion in R&D activities across the nation of which $71 billion was for National Defense, $56.8 Billion is non-defense R&D.  The non-defense budget includes $27.8 billion for Health, $10.9 billion for Space, $4.1 billion for NSF
.  This research is done at national laboratories and in universities across America.  It is also responsible for training the next generation of scientists and engineers with graduate degrees.  Is this investment worthwhile?  

Since R&D is done by the government to stimulate innovation, it is logical to compare government spending on R&D with GDP.  Government R&D funding as a percentage of GDP is shown in Figure 4.  Before WWII, there was near zero government spending on R&D.  During WWII and after WWII during the cold war, government R&D spending was ramped up.  In the 1960’s, it was 6% of GDP but that percentage has nearly constantly decreased to 2.8 % of GDP in 2005.  A part of government R&D funding goes into fundamental research, which is portrayed in Figure 3 as that taking place on average 20 years preceding the launch of a new product and part goes into applied research with a shorter time to product.  

There is a considerable debate within Washington as to the correct amount of R&D funding as a percentage of GDP for the nation and what areas should be funded more aggressively.  Comparing R&D investment to GDP is only one measure, John H. Marburger, III, Science Adviser to the President and Director of the Office of Science and Technology Policy does not consider that this is the appropriate metric of comparison.  He suggests that the appropriate metric should be R&D investment as a percentage of discretionary spending.  Using this metric R&D investment has fared well over the years.  As viewed as a percentage of government (federal, state and local) consumption expenditures and gross investment in 2000 dollars, federal R&D investment has increased from 0.48% in 1970 to 2.79% in 2003.
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Figure 5 Exploitation delays for various products
.

A recent study by CCR
 suggests that the average time between when the science cited in a patent was published and the date of a patent’s issuance is between 9 and 11 years depending upon the patent with an average of 10 years.  Up front it takes 4 or 5 years between when the science is being done to the time it is published and on the back end it takes 5 years to mover the patent to a product that is producing profit for a company for a total of 20 years.  This delay is called the exploitation delay.  The exploitation delay for various products based upon innovation is shown in Figure 5.  This figure shows an essentially bimodal distribution with some exploitation delays as long as 80 years, fluorescent lamp, and some as short as 1 year, Freon, with the average for the distribution of 10 years from publication to patent identical to the 9 to 10 years reported the CCR study.  This exploitation delay is caused by the time needed by industry to understand and master a new technology and for the market to develop.  The exploitation delay is painfully long and our nation needs to address ways to shorten it.  Only after the industry can understand a potentially useful form of new technology can it start to spend money on adopting it for a new product.  In the years preceding a product launch, the industry is busy doing its own applied (and basic) research to develop the new product.  Many pieces of science are typically required to bring a product to life, some of which may need to be completed by the company, some by its partners and some by academia or national labs.  This industrial research is typically managed using a stage gate methodology where funding is ramped up in a series of steps assuming that the previous step was successfully accomplished and the market potential for the product is still present.  As some of these investments are large, the stage gate product development methodology allows industry to lower its risk of product development by not wasting money and other resources on products that will not ultimately be successful.  R&D managers are tasked with monitoring this stage gate process.  Richard Gross, the recently retired Chief Technology Officer for Dow Chemical Company explains the management process as “the secret of business is to ask the right questions, and it is the choice of the right market opportunities, more than anything else that drives the speed of innovation.”

Another characteristic of innovation is that it takes the efforts of a large number of highly-skilled people.  There are the scientists that do the fundamental research in various areas needed for an innovative product and the university and national laboratory management for these scientists.  Then there are the applied researchers that monitor basic research and find the various pieces of the basic research that can be amalgamated together to conceptualize a new product or process to make something.  These applied researchers are managed by research managers and are part of a team with patent lawyers, marketing and sales managers as well as process and product engineers.  Only if this team works as a well-oiled machine does it turn out commercially successful new products in a timely maner.  Product development failures are due to science that is not sufficient, science that is not available, science that is not reliable, scientist did not understand the market, markets that are not there or that have moved on to other new products, markets that are not sufficiently large, market that is not willing to pay a price premium for increased performance of the product, market is smaller than first anticipated, business teams that is not up to the challenge, raw material sourcing disruptions (price instability or material availability disruptions) and R&D cost is too high for investment in the next stage of development.

The nation has faced “shortages of engineers” on occasion in select industries and there has been pressure to increase the number of H1B visa’s to help this situation for these occasions.  Or at least this is what those industries would make you believe.  Economists, however, argue that this is generally not true, as engineer’s salaries have not substantially changed over a long period of time.  According to the Vice President of R&D for a major US auto manufacturer who will remain nameless “Brains is the cheapest meat he buys.”  There are exceptions as when the salary for computer scientists, engineers and programmers increased during the dotcom bubble.  More typically there have been short-term shortages of specific types of engineers from time to time that are quickly filled by increased enrollment at universities in those disciplines.  A present day example is the shortage of petroleum engineers and the drastically increased enrollment nationwide.  These short-term shortages are due to industry cycles of expansion that are not in sink with academic production rates.  Another reason for short-term shortages is the growth of a new business direction where there is no established training ground for that new discipline. An example being biomedical engineers. 
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Figure 6 Patent successes from two groups; one group of 772 German patents (blue circles) and one group of 232 US patents (red squares).  Data from Scherer, F., Ann Econ. & Statistic, 1998.  

The risks of developing commercially successful innovative products are very real.  One measure of this risk is the number of patents that lead to profitable products.  A patent grants the holder a 20-year monopoly to produce the product or use a novel process, which is a significant commercial advantage for the holder.  Figure 6 shows the results of a comparative patent study in one part 772 German patents were evaluated and in the other part 232 US patents.  Of the 772 German patents studied only 120 were profitable with 5 (0.65%) showing an annual profit of greater than $10 million.  Of the 232 US patents studied only 74 were profitable with one (0.43%) showing a profit of greater than $1 million.  Since the cost to patent an idea is between $8,000 and $100,000 with an average somewhere between $25,000-#30,000
, only the ideas with the highest commercial potential are patented at all and even this patented technology has a less than 1% chance of being commercially significant.  In addition, it should be noted that a typical profitable product has a portfolio of patents that protect it.  Some of the patents may be for the process that makes it and others may be for novel uses of the product, but in this study the value of each patent in the portfolio was ascribed to the part of the total revenue generated by each individual patent.  In addition, there are defensive patents that set up at the perimeter of a technology that prevents competitors from encroaching on the commercially successful patent.  These have no commercial value. 

These are very low success rates even accounting for the defensive patents.  These low success rates are also born out by University technology transfer offices.  Looking at the 2000 data from a survey done on 190 US Universities that are members of the Association of University Technology Managers (AUTM) we find that of the revenue generated by ~21,000 licenses in existence in 2000 only 125 licenses (0.59%) generated greater than $1 million in profit. A license is granted to a company to exploit one or more patents owned by a university. Most of these licenses were taken by start-up companies and small businesses located in the city where the university is located.  These small companies are responsible for the fastest employment growth in the USA much faster than that for larger companies.  But these new jobs are risky.  A full 50% of small companies are not in existence 5 years after they are started.
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Figure 7 Investment (red bar) and Cumulative Profit (blue bar) for R&D expenditures in the US Chemical Industry.  Data from Barouch Lev, CCR Study-2001.

Returning to Figure 3 and following the business expenditures curve, a curve with three humps, the first part of those expenses are for R&D expenditures.  The second hump is a combination of R&D expenses as they are ramped up and expenditures of facilities to produce the product toward the second maximum.  A CCR study of 83 large US chemical companies found that the increased profits due to those R&D expenditures occurs over a 7 year period, see Figure 7.  For every dollar that the chemical industry spent on R&D, $1.94 was returned corresponding to a before-tax return of 26.6% or equivalently a 17% after tax return on investment.  This beats the before tax return on physical assets of 15% for these companies. Putting this in context the average company in the Standard & Poor’s 500 had an after tax return on investment of 7.6% in 2000.  Noting that the cost of capital for these companies is on average 8 % for the period studied this is a good investment.  

Returning to those 190 US universities in the AUTM, collectively they spent $29.5 billion on research in 2000.  The US government funded 87% of that.  During that year the US academic community produced 465,000 scientific papers with an average cost per paper of $63,000.  This figure shows the high cost of innovative research in academia.  After university overhead and employee benefits are removed, there is about $35,500 of the $63,000 going to pay the salary of the graduate student doing the work (typically between $15,000/yr and $25,000/yr in 2000) and the salary of the faculty member supervising the work.  Typically only one month of faculty salary can be charged to a single research contract.  There are other research expenses, for example analytical costs, equipment rental and expenses, glassware and consumable costs, that are also expended to do the research but these are typically small compared to the employee salaries.  It should be noted that universities do not practice full cost accounting
.  The graduate student after completing his research is often employed by industry facilitating technology transfer.

Getting funds to do academic research is also a risk-ladened process.  After a professor or researcher has an idea, he must submit it to a federal funding agency for evaluation.  The application process is a long one due to the requirements of detailed documentation required by the funding agency for evaluation.  With other duties, it often takes as long as one month to prepare the application after reading broadly and thinking creatively to coming up with a novel idea.  Then the application requires a literature search to be sure of just what has been done recently in this area of investigation, an evaluation of the capabilities of equipment needed for the work, budgeting for the whole project and writing a convincing research proposal and the related application documents.  Due to the many professors in the US and the limitations on federal funding only 1 in 5 to 1 in 10 requests for funding are successful.  Current success rate for National Science Foundation’s Chemical and Transport Systems proposals are 12% according to its Interim Director, Geoffrey Prentice
.  Keeping in mind these success rates, that it takes a significant amount of a professor’s time to put together a research application and that for a successful proposal only one month of faculty salary per year for 3 to 5 years depending upon agency is going to result from this effort, it is clear that it is not cost effective for professors to even apply for funds.  So why are universities still encouraging this activity?  Part of the reason is the hope of a windfall in licensing income based upon some successful research.  But as we have seen, the likelihood of that is similar to hitting the lottery.  In addition, research volume leads to prestige in the academic community, which is a good sales pitch in attracting students who pay tuition another university income stream.  And finally, universities are centers of knowledge and learning and to keep the faculty on top of their game and students enthusiastically engaged.  Research needs to be a part of what the faculty does every day to keep them sharp and to fulfill their lives.

To be successful in seeding innovation, the research must generate one or more scientific publications and invention disclosures.  Not all research gets published in one of these two ways.  On average 1 in 2 research projects get published if my (T.A. Ring) career is typical.  To be published research results must undergo rigorous peer-review and adhere to high scientific standards.  There are various reasons for not publishing research results including; these high standards are not met, the student takes a job before publishing, or there is no follow through with rewriting the paper after peer review.  If the work is published, then the publication has to be notable enough to be identified by other researchers in industry to become a key part of a new product.  Since there are nearly half a million papers published each year, this is a difficult problem simply to know what has been done.  Taking the number of scientific papers cited in all the patents in a given year and dividing by the number of scientific papers produced in the same year can crudely estimate the probability of a publication becoming an idea used in a patent.  This probability is approximately 1 in 100.  As the author, Francis Narin, of the CCR study states “only the scientific crème de la crème has a major impact on innovation.”  So doing high impact science is most important for innovation success.

Table 2 Probability of Innovation Success

	Innovation Steps
	Success Probability

	Proposal to Grant
	1 in 10

	Research to Publication 
	1 in 2

	Publication to Patent
	1 in 100

	Patent to Profit
	1 in 250

	Overall Probability
	1 in 500,000


Having discussed all the steps of the innovation process we can now generate an overall probability, shown in Table 2, of a novel idea generating a significant commercial success with an innovative product.  That overall probability is 1 in 500,000 – a little better than winning the lottery.  That one success generates more than $1 million in profit in a given year but requires a substantial investment by government for a decade or more and by industry for more than 5 years.  

With the above discussion, we have come to an understanding of the complex issues that surround innovation.  Four surprises uncovered are 1) high cost of innovation, 2) high risks associated with successful innovation, 3) large number of people required and 4) very long exploitation delays experienced.  Industrial R&D has been shown to be a good investment but what about governmental R&D, is it cost effective?  We do not know!  There is not a definitive quantitative study of the profits generated (and taxes paid) due to government spending on R&D keeping in mind that the time horizon of interest is 10 to 20 years.  We certainly have some historical anecdotes of the government’s return on investment.  A major consequence of the arms race during the cold war was the funding of the R&D for the space program, a program that was fast tracked only after the Russians put a man into space (This single incident lead to the government ratcheting up R&D expenditures to 6.5% of GDP). The space program of the 1950’s and 1960’s led to the first production of silicon chips, a major unintended consequence of which was the silicon age.  It also created the first space based platforms for high-speed global communications, a major unintended consequence of which was the telecommunications age.  Both of these industrial ages occurred well after the initial breakthroughs - Twenty and Thirty years later in these two cases.  In addition they have been very significant drivers for GDP growth during their ages.  And well worth the initial government investment even when it was difficult for the government to invest such a large amount in one government activity at the time.  Certainly other significant examples in medicine also exist for government investment that has lead to innovations, which improved our standard of living.  But in the aggregate is government investment in R&D successfully affecting innovation today?

One way to analyze this is to take a look at the leverage that government spending on R&D has in tax revenues.  This analysis has only recently been done for the first time for the Chemical Industry.  This same analysis should be performed for other industries but has not to date.  The following analysis uses discounted cash flow with an interest rate of 8% for corporate funds and 4% for government funds. In 1980 the federal government spent $0.455 billion on chemistry
 and $0.096 billion on chemical engineering R&D for a total of $0.551 billion.  Using the present value of money, the $0.551 billion investment in Chemical R&D by government is worth $1.15 billion in 2005 dollars.  Certainly some of this money pays the salaries of the researchers, approximately 4% by faculty and 1.5% by graduate students, and taxes are paid by the researchers to the federal government.  The income taxes paid on this direct federal investment is approximately $0.08 billion in 2005 dollars.  In addition, this government investment must have some spin-offs in the economy but it has not been calculated. These Federal R&D funds were responsible for products that are being commercialized on average 20 years later say in 2000.  Over the period 1989 to 1998 the major chemical companies’ R&D spending stagnated at approximately $3.25 billion annually.  The total number of utility patents issued annually to the major chemical companies decreased from 2,942 to 2,727 in this same period.  This R&D spending resulted in a return of $1.94 for every $1 invested 26.6% return on R&D over a 6 year period from 2000 to 2006 corresponding to a 17% after tax return on investment by the chemical industry
, see Figure 7.  Using the present value of money, the $3.25 billion investment by the chemical industry over the last 7 years creates $7.08 billion in new profits in 2005 dollars.  The tax paid on the $7.08 billion is $2.48 billion again in 2005 dollars.  Thus for a $1.15 billion R&D investment the government is paid $2.48 billion in tax on new Chemical Industry profits assuming a 35% tax rate.  In addition for every $1 of high technology investment, there is $4 of spin-off profit in the service economy
 and a significant number of jobs.  As a result the $7.08 billion in profit provides an additional $28.31 billion in spin-off revenue and more than 30,000 jobs
.  The taxes paid by the service sector on this $28.31 billion is approximately $5.7 billion assuming a tax rate of 20% giving a total of $8.22 billion in taxes paid considering direct and indirect economic expansion.  Thus for a $1.15 billion R&D investment the government is paid $8.22 billion in taxes for a nearly 5.6 to 1 investment leverage.   Since the direct government investment spin-off in the economy was not estimated, this analysis is a conservative one.  For this analysis we can clearly see that R&D investment is worthwhile for the government!

So why has governmental investment in R&D slipped from 6.5% of GDP in the 1969 to 2.7% today (42% less), if it is such an important driver for innovation and it has an 8 to 1 return to the government tax roles.  Part of the situation is that like the nation’s industry has seen an increase in productivity so has research become more productive.  The ratio of GDP per capita in 1969 to that today is 51%, indicating that essentially it took half the people to do the work today that it did in 1969.  So why should it not take ½ the people and roughly ½ the cost to do that same amount of research that it did in 1969?  The difference between 42% increase in research expenditures and 51% increase in GDP per capita is a clear indication that this is about correct except that the tools used and administration needed to do research are more expensive today than in 1969.  In addition the government does not collect its taxes based upon GDP - it collects taxes based upon income after all our tax deductions.  Also, the government has certain spending that it is mandated to do, e.g. social security, medicare, defense, etc.  Only after those mandated amounts are subtracted can the discretionary amount determined and just the discretionary part of the federal budget can pay for housing, education, health, commerce, agriculture, veteran’s benefits, roads and a host of other areas for which R&D has to compete with for funding.  There are further reasons for the slippage in Government R&D spending that scientists and engineers can do something about including: 

1) Politicians do not understand that the government has this very significant role to play in the innovation cycle, and 

2) Wars, conflicts, disasters, and local interests influence these politicians more than scientists do and politicians are responsible for creating the federal budget.   

Scientists and engineers need to tell our members of congress and members of the executive branch of innovation’s significant role in our standard of living and get them to understand their obligation to future generations to provide an excellent environment for innovation to take place in the USA including R&D tax credits, IP protection, an advanced science educational system and incentives for skilled-labor jobs.  But is not enough, we need to make the American public aware of these issues as well.
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Figure 8. Doctoral Degree Production in US and Asia Countries.
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Figure 9. US Imports and Exports with China.  Source  http://www.nawmeetings.org/LC/ceo/05pres/Lawrence.pdf

Before we conclude we need to examine the impact of international competition on innovation.  International competition is due to the location of new markets in developing countries and the cost of labor in other parts of the world as well as lower prices for raw materials in some developing countries.  New markets are driving the sighting of new manufacturing capacity and with it R&D of the product sustaining type in the developing world.  Of 120 chemical plants being built around the world with price tags of $1 billion or more, one is in the USA and 50 are in China
.  The developing world is gearing up with increased production of advanced degrees; see Figure 8, to fill the new production jobs and sustaining R&D activities in these new production facilities.  The increase in production provides jobs and with their new wealth, the population in the developing world is buying more and more goods and services.   In addition, some international companies are going to developing countries to take advantage of low cost labor.  For the cost of one chemist or one engineer in the USA, a company can hire five chemists in China or 11 engineers in India
.  Recently, Microsoft has announced a large technology center in India to take advantage of cheap labor there.  Other industries including Intel, International Paper, GM, GE, and Motorola have cited major R&D centers in China
.  These companies and others are also in other parts of Asia.  This trend is also taping into cultural differences in generating creative ideas for the innovation process.  Finally, there are some areas of the world where natural gas is not even being captured for sale but simply flared.  With the recent high prices for natural gas, the US chemical industry has been closing plants.  Chemical companies have closed 70 facilities in the USA in 2004 and have tagged 40 more for shutdown
 primarily due to increased natural gas prices in the USA. The result is that the balance of payments for the chemical industry turned negative two years ago and that for the pharmaceutical industry has been negative for years.  In addition, the US share of global high-technology exports has fallen in the last 2 decades from 30% to 17%, and the trade balance in high-technology manufactured goods has shifted from plus $33 billion in 1990 to negative $24 billion in 2004
.   

The total imports and exports between the US and China are given in Figure 9 where the imbalance is approaching an 8 to 1 ratio and growing exponentially with the US on the short end of the stick. To pay for this negative balance of payments with China (and with other developing nations), the US is borrowing heavily from the developing world especially China.  Will the buying on credit continue? Will the lending continue at favorable rates?  But this is not the most disturbing situation over the long haul with international competition.  
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Figure 9. Internationally Coauthored Scientific and Technical Articles as a Share of All S&T. 

The most disturbing situation is that innovation is moving offshore as well.   In 1981, 17% of the scientific and technological articles published had at least one foreign author, see Figure 9.  This fraction has increased to 29% in 1995, and is higher today.  In 2003, only three US companies ranked among the top 10 recipients of patents granted by the US Patent and Trademark Office
.  A 2005 study showed that the most prolific inventor at the US Patent and Trademark Office with 1,432 total patents was Shunpei Yamazaki, a Japanese, employed at Semiconductor Energy Laboratory.  Of the top 10 living patent holders on the 1997 list six were German, two were Japanese and only two were Americans.  The top American held 1,321 patents, almost all them having to do with items you find at a florist shop. Thomas Edison, the most prolific American inventor, holds 1,093 US patents by comparison
.  The share of patents granted to foreign residents has risen to about half
.  This shows that other nations are using the US patent office to protect their intellectual property and the US is falling behind in innovation. The threat to our continued innovation-driven prosperity has arrived and it is real.  

So, what should we be doing about international competition?  A host of things needs to be done not just any one individual thing.  There are many aspects of an innovative environment that are needed simultaneously to nurture innovation.  The following is a list of things that need to be done to nurture an innovative environment:

1) Prioritize R&D funding to important areas where the US innovation can profit with the resulting business developments.

2) Fund only the best and brightest and let them research broadly.  

3) Focus on cost effective R&D processes adopting stage gate methods for federal applied research endeavors.  

4) Use advanced citation-based metrics to determine the effectiveness of government research funding.  

5) Note importance of communication and collaboration in innovation and use the USA’ s communication infrastructure to an advantage.  

6) Find out why the exploitation delay is so long and do something to shorten it.  

7) Finally, make everyone in America aware of the importance in innovation such that politicians are hearing this swan song from the general public as well as from scientists and engineers.

We will rise to the challenge of international competition or we will not.  Only time will tell.  If we do rise to the challenge, this nation will be a much better place for innovation as a result and improvements in our standard of living will continue for generations.
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